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ITERATIV% FORMULAS FOR SOLVING LINEAR DIFFERENTIAL EQUATIONS OF
I AND II ORDER

M.Kujumdzieva-Nikoloska

Abstract. In this paper some iterative methods (1.2) ((1.3)),
(2.2)((2.3)),(3.3) ((3.4)) for solving homogenous linear differen-
tial equations (1), (2), (3) of I and II order with analytical
coefficients are presented.

I. For the linear homogenous differential equation
y’ + a(x)y =0 (1)

with the initial conditions Yo=Y (0)=c , presuming that a(x) is
analytical, on D = {(x,y)lIx] < X, S a, ly-y,! = ly-c,l < 8},
the following holds:

Theorem. If

1° ja(x)| < M for Ixl s a, (a(x) is analytical),

g° ly(x)1 s 8+ le,| =Y for Ixl S a, (y(x) is analytical)
3° h < min(a,gd),

then there exists unique solution of the Cauchy’s problem (1) in
I={xIllx| < h}.

Proof. From y’ -a(x)y it follows that

y
| ay
Yo

X
-fa(x)ydx
o

X
Y -y, = -Ja(x)ydx
(]

x
y=c, - {a(x)ydx (1.1)

On the closed part E of the space C(I), (H(I)) for which
Hy-c |l = maxly-c, | < 8, we define the mapping
I

x
Ty = c, - {a(x)ydx (y€E)

Observe that this mapping is continuous. We shall prove now,
that T maps E into E.




94

Let x€I, y€EcC(I). Then Ty€C(I), since

x x

[Ty-c,| < | fa(x)ydx| < Iola(x)yldx S Mx,Y < MYa S 8 for a < E%'
] (]

i.e. from ly~c | < g it follows that ITy-c,| < g, and Ty€E.

Further, since

x
ITy -Ty_| = |fa(x)(y,-y,)dx] < M maxly, -y, lixl £ M maxly,-y,|h,
! 2 o x€I x€I
x

IT2y,-Ty, | = IT(Ty,)-T(Ty,) | S Ifa(x) (Ty,-Ty,)dx|

X X ° X2

< 1fa(x) (fa(x) (y,-y,)dx)dx| < M’maxly,-yalzT <
o o X€X

s M2 | - |hz
m2¥ Y Yo l3T
and so on,

n-—-1

n n n-1
1T, -ty 1 s I 'y )1 - Ty ) s

X
< Hfax)(t" 'y -1y yaxi s
o

L R I N I N N R R R

A

X X x
I fa(x) (fa(x) (... (fa(x) (y,~y,)dx)dx...)dx| <
‘o o o

n X X X
S Mmaxly -y |ifdxfdx... fdax] <
[} o (]
n
< M'maxly -y, 1%;
Now, we can choose n to be big enough, so that
M0
R < 1
and then
1 1 mh n
Ty, =T y il < Iy, -y, t!
which proves that T is a contraction, and then, ([2],[3]), the
equation
y =Ty
has one and only one solution. This solution is the limit y of
the iterative sequence (yn), defined by

Vasrs = Tyn, n=0,1,2,...

Yy

x
nt1 = G4 ga(x)yndx (1
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X X X
= c,[1-fa(x)dx + fa(x)dxfa(x)dx... +
] -] ]

Ynta
n % x x
+ (-1)7 fa(x)dxfa(x)dx...fa(x)dx] =
[} no [+
n kX X X
=c (1+ £ (-1)" fa(x)dxfa(x)dx...[fa(x)dx) (1.3)
k=1 (] ok o

II. For the differential equation
y" + alx)y = 0 (2)

with the initial conditions y, = y(0) = c,, YYo=y’ (0)=c,, on
D= {(x,y) | Ix| < X, S a, ly-y,~y/xl < 8} the following holds:

Theorem. Let

1° Ja(x)| < M for Ix| s a, (a(x) is analytic),

2° 1y(x)] s B + Jo,+c,x] = ¥ for Ix| < a, (y(x) is
analytical)

3° h < min(a \[2D).

than the Cauchy’s problem (2) has unique solution in
I = {x|Ix] < h}.

Proof. From y" -a(x)y it follcws that

X X
Jay’' = -fa(x)yax,
o 0
y %
y'l = -fa(x)ydx
y o

X
"= y! -fa(x)yax,
o

Yy
X X X
? dy = [y’dx - [(fa(x)ydx)dx
Y o ° o O
Y

o XX
-y, = y'x - [fa(x)ydx?
(] ] oo
i.e.
XX
y = ¢, + e,x - [fa(x)ydx? (2.1)
00

On the closed part E of the space C(I), (A(I)) for which
maxly-c -c_x| < 8, we define a mapping T by
I

xx
Ty = ¢, + ¢ x - ffa(x)ydx?, (y€E),
o0

As in the first Theorem (part I), we observe that T is continuous,

and we shall prove that T maps E into E.
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Let x€I, y€E (<C(I)), than obviously Ty€EcC(I), i.e. we

have that
2

ITy-c,-c_ x| = I??a(x)ydxl < MYI??dx’I < MYxo < w2 < 8, for
v oo oo . 27 z
as %%, which proves that ly-c,-c x| S 8 implies
ITy~-c,-c,x| < B, i.e. Ty€E.
Now, let us prove that T" is a contraction.

Let Y,rY, €E, then, for x€I, we have that

XX 2 2

- - -y X —y. B

ITy,-Ty,| < |££a(x)(y1 y,)dx| < Mm§XIY1 Yal3T S Mmgxlyq Yalzy
Further

XX
Ity -1y | < IT(Ty,)-T(Ty,)| S | [fa(x)(Ty, -Ty,)dx?| =
oo

XX XX 2 x*

| ffa(x)dx? ffa(x) (y,~y,)dx?| s M*maxly,-y, g7 S

oo oo I °
h“

< Mn;xly;ya Iﬁ

and so on,

XX - -
YOIy ) 1 s 1 ffa) (1 y -1y ) ax?) s

oo

1% -, 1 < 1T(T"
XX XX XX 2
s Iffa(x)dx?[fa(x)ax>... [fa(x) (y,-y,)dx*| <
o0 o0 (<X ]

an n,2n
n X M'h
s M m§x|Y1'Yz'(2n)zz Ty aT "r Y.y

By taking maximum (over I) on the left and right side, we get

that
n n M*h3"
HT y Ty, Il s T?ETTIIY1-Y2I|
MDp 30
since for n big enough, we have that TZmT <1 it follows that

™ is a contraction, i.e. ([2],[3]), T is a contraction. This
implies that the equation

y =Ty
has one and only one solution which can be obtained as a limit

the iterative sequence {yn} defined by
4
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Yn_H = Tyn, n=0,1,2,...
XX
ym.1 = ¢, +CX - Ua(x)y dx? (2.2)

Yn+, = G {1- ffa(X)GX’ +oout (= 1)“IIa(x)dx ...ffa(x)dx } o+

+c, {x-”xa(x)dxz +.o.0t (-1) Ua(x)dx ...ffxa(x)dx } =
= c, {1+ z (- l)kffa(x)dx’...ffa(x)dx 1 o+
k 1 oo k LX)
+ o {x+ T (- l)kffa(x)dx .S fxatx)ax®) (2.3)
k=1 " oo

III. For the linear homogenous differential equation
y" + a(x)y’ + b(x)y = (3)

with the initial conditions Yo=Y(0)=c, and yl=y’ (0)-Cz, presu-
ming that a(x) and b(x) are analytical, on D = {(x,y) |ix] < x,Sa,
ly-c,~c, x| < 8, c;=C,+c,a(0)}, the following theorem is true:

Theorem. Let

1° la(x)l < M, la’(x)| S M., Ib(x)] < B, and M*=max{M,B+M,},
(a(x), b(x) are analytlcal),

3° ly(x) | <8 + fe,+c,xl = Y for Ix| < o, (y(x) is analytical),
(o] 28
37 h s min(a, Vl-t-m -1).

Then in I = {x | Ixl < h} there exists a unique solution of the
Cauchy’s problem (3).

Proof. From

y" = -a(x)y’ - b(x)y = - (a(x)y)’ - (b{x)=-a’(x))y

x x
it follows that ¥dy' = -fa(x)y’dx - [b(x)ydx
yo 0o o

’

X X
Y’ =y, - fa(x)y’dx - [b(x)ydx

o ]
Y X X x X x
Jdy = fy'dx - fax(fa(x)y’dx) - Jax [b(x) yax
Y ° °© o o o
y

X x X x
=Y, * yix - Jaxfa(x)y’dx - fax[b(x)ydx
[+] [+] [+ [+]
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X X X X
y = ¢,+C,x - [axfa(x)y’'dx - [ax[b(x)ydx (3.1)
[+] [} -] o

By using the method of partial integration in the second part of
the above formula, we get that

x X x
y = c,+c,x = {a(x)ydx - {dxg(b-a’)ydx (3.2)

In the closed part E of the spage C(I) (A(I)) for which

maxly(x)-c,~c,x| < B, we define the mapping T by
X€T

b4 X X
Ty = c,+c,x - [a(x)ydx - [dx[(b(x)-a’(x))ydx
-] [] L]
for€y€E. The mapping T is continuous, we shall prove now, that T
maps E into E.

Let x€I, y€EE(<=C(I)). Then obviously Ty€EeC(I),i.e. we have
that

X X X
ITy-c,—c,x| S |fa(x)ydx| + {[fdx[(b-a’)ydx| <
[} o o
2 2
< Mya + (B+M,) ¥y < My Sy va) S M (ar2)a < 8

(SM*Y (a2+0) < M*Ya(a+l) < B)

where

as \[14g85 -2 (oras\/%+M—i%-%)

From |y-c,-c,x| < B8, it follows that |Ty-c,-c, x| < B8, i.e. Ty€E.
Let us prove that T is a contraction.

Let y,,Y,€E, then for x€I we have that
x XX
ITy,-Ty,| = 1fa(x) (y,-y,)dx + [[(b-a’)(y,-y,)dx| <
] [+ 20
x XX s Ix} |, x?
< M*|Y1'Y,I(I£dxl+ I{{dx 1) S M*Iy,-y,| (3= + 3p) <

Ixi (h+1)
< M*Iy1-yzl———TT———

L]

2 2 -
IT%y ~T v, ! IT(Ty1)—T(y2)I =

it

X XX
| fa(T(y,-Ty,)dx + [[(b-a’) (Ty,-Ty,)dx?|s
[ o0
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2 3
< M*3|y1_y2|(lxI;}x + (le;})lxl )
ly,-y., |
< M2 22 (hel) (1+h) <

ly -y_ I
sM¥2 1 "2 201.)2
M %M (1+n) 0
nt

- n n
y,! = IT(T y,)-T(T y )l <

Now, let ITny’-Tnyzl < ly,~y,!. Then

n+1t n+1

IT y,-T

% n n xx n, n 2
< [fa(T Yy, ~T'y )dx + ff(b-a’)(T y,~T'y, )dx?|<
o

n+1 n n+2
vl _ P (1+h) *Ix|
< M*M 'Y1 y I(W(l+h) _W_) <
n+1t
< M* ly,-yzl%giTT—(1+h)“(1+h) <
+ 1 n+1 n+1
n+1 h™" ' (1+h) _ (M*h(1+h))
S MYy Ay = T A £
So, we get that
n+ n+1 M*h (1+h))?*?
or + * n+1
| |t _Tn s (M*h(1+h))

(n+1)1! ”y1-Y2I|
Since, for n large enough, we have that

n
(M (4h)"

it follows that T" is a contraction, and then the equation

y =Ty
has a unique solution in I which can be obtained as limit of the
sequence {yn} defined by

Yoer1 = Tyn, n=0,1,2,... , i.e.

X X X v
l.e. y ., = cytc,x - {a(x)yndx - {dx{(b-a’)yndx, (n=0,1,2,...) (3.3)
and

y°=c1 +sz

X XX X Toxx
Y, = c [1-fadx~f[(b-a’)dx?] + c,[x-[xadx-[[ (b-a’)xdx?)
o 00 o 00
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x X X XX X XX
Y, = ¢,[1-fadx+[adx[adx-[[ (b-a’)dx?+[adx[[ (b~a’)dx? +
] o (4] o0 ] o0

XX X - XX XX
+ [[(b-a’)dx?fadx+[[(b-a’)dx?[[(b-a’)dx?] +
o0 0 oo oo .

X X X XX
+ ¢, [x-faxdx+[adx[axdx-[[ (b-a’)xdx? +
[+] o o 00

[«]
e.t.c.

X xx XX X XX XX
+ Jadx[f(b-a’)xdx*+{[ (b-a’)dx?[xadx+[ [ (b-a’)dx?{ [ (b-a’xdx?]
oo o0 . o o0 (X4

Remark 1. The above considerations holds also when
a({x)€C(I), or a(x)€C’(I), b(x)EC(I).

Remark 2. The case I can be considered a special case of
the standard iterative method ([1}, [2], [31,...). This way of
aproximate solwing is attractive for differential equation of IIIX
and higher order and also for systems of differential equations.

We have obtained adequate iterative processes more efficient
from already known methods. They are subject of separate work.
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UTEPATHUBHM ®OPMYJIH 3A PENABABE HA JNUHEAPHH OUOEPEHUMJAJIHH
PABEHKK ON I M II PE[Q ’

Mapuja KyjymuHema-Huxonocka

Pessume

BO 0OBOJ Tpyn ce HaleHHM HTCPATHBHH METONH (1.2) ((1.3)),
(2.2)((2.3)),(3.3) ((3.4)) sa pewapame Ha NUHEapHHTe oupepeHUM -
janun paesenxu (1), (2), (3) og I u II pen CO aHANMUTHUKU KOoedH-
LHeHTH. HcTHTe MeTOnH BaxaT M ako a(x)€C(I), OmHOCHO a(x)ec' (1),
“ b(x)eC(I).




