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HIERARCHICAL STRUCTURES

CONNECTIONISM VS. DETERMINISM

Katerina Cundeva

Abstract. Hierarchical markers used for coding headwords in
dictionary determined neural network architecture for Machine
translation. Their creation was completely algorithmic. This
.paper presents the attempts for replacing deterministic approach
with connectionist.
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1. Introduction

Machine Translation System between Macedonian and English
language {3,4] pases through four phases: 4

ecurriculum

emonolingual training

etesting known and novel sentences

slearning with partial and complete re-training

Although major part of the MT system is connectionist, prepa-
ration for the ¢urriculum is still deterministic. It deals with
the creation of monolingual hierarchical networks which are
essential for neural network architecture. Could this algorithmic
approach be avoided and replaced with pure connectionist?

This paper presents the first attempts towards this goal. It
is based on and tested with the original network creation coneept.
The theorem which guarantees the usefulness of the algorithm for
machine translation [2,5] is also presented and tested.

2, The most elementary hierarchical networks .

It is not an exaggeration to claim th%t verbs have the major
importance in sentence understanding and translation [6,7,8,9].
And if they are some kind of governors, it is natural to use them
as central point not only in syntactic but also in semantic and
contextual analysis. ' o
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Hierarchical networks were inspired by semantic nets [1,2,7]
and they are in some extent their modification. They are used for
coding the headwords in monolingual and bilingual dictionary. In
the connectionist based MT system the names of hierarchical classes
joined with the grammatical category of the words determine the

set of processing units.

The main goal of hierarchical networks is noun distribution
in mutually dependent sets and subsets [2]. The division of the
nouns depends on the verbs they are related to. As first, they are
syntactically divided into subject and object classes sorting out
from main noun class. Part of the subjects are capable of doing
the action carried by the verb, but some of them are not, so all
subjects related to same verb are connected in a common class
which is a disjunctive union of two subclasses with opposite logi-
cal value.

Hierarchical networks are presented by the triple M=(X,H,L)
where X is the set of all nodes, H a set of (parent, child) rela-
ted couples, and L a set of logical binary relations between
subject and object nodes. Each sentence isolated from the text
defines its own smaller network. The first part of creation algo-
rithm is composition of such smaller networks into a common one.
In the most elementary case, M1l=(X1,H1l,Ll1) and M2=(X2,H2,L2) are
two networks obtained from two sentences with several subjects
and objects. They détermine these relations:

Hierarchical:

wxi=a1¢" y a2¢"  a1(V-(a,p,c,d;

A2(1)=B1(1)‘!"B2(1) 31(1)={E,F,G,H,I} B2(1)={J,K,L,M,N} (l)
nx2=a1(? y a2(® a1 =(x,y,2)

220 =p1 M4p2® 51 P og,5,5,8,01 B2/ =(g,n,L,m,P) (2)
Logical: A

B1(1) V1l affirmative A1(1) 32(1) V1 negative A1(1)
B1(*) v2 agfirmative a1/®)  B2!®) v2 negative a1¢?) (3)

The structure of the composition depends on the relation
between the verbs found in the sentences. Three different situations
can occur:
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1. V1 = V2 translation(Vl) = translation(V2)
2, V1l = V2 translation(Vl) # translation(Vv2)
3. V1 # V2

The equality of the action carried by the verb in both
languages (case l.) implies that intersection between object sets
from both networks exists. For example, a = x and b = y. This is
also possible when the sentences contain different verbs (case 3).
In these two cases common network consists of three subclasses:
both differences and the intersection. In the second case object
classes remain the same. Subject classes determine four intersec-
tions and four differences made of subclasses and common class
(for example: 31(1)\A2(z)). Logical relations of novel components
are inherited from the classes they were made of. They will be
discussed in detailé in the chapter 4. of this paper.

The process of network creation is iterative and it continues
after each new sentence. The usefulness of the algorithm is
guaranteed with following theorem.

Definition: Let M1 = (X1,H1,Ll) and M2 = (X2,H2,L2) be two
hierarchical networks. If a bijective correspondence:
f: X1 > X2 exists such that:

(i) H1 = {(yl,y2) | yl€ X1,y2 € X1,yl o y2}, if and only if
L2 = {(f(yl),£(y2)) | yl € X1,y2€ X1,f(yl)pf(y2)}

(ii) H1 = {(z1,2z2) | 21 € X1,22€ X1,z1 g 22}, if and only if
L2 = {(f(z1),£(22)) | 21 € X1,22€ X1,£(z1)pf(22)}

then M1 = M2, ji.e. the networks Ml = (X1,H1,Ll) and
M2 = (X2,H2,L2) are isomorphic. e

Theorem: Two hierarchical networks obtained from the same
corpus with different sentence orders are isomorphic.

3. Setting up the scene

Auto-associative model used in previous researches ([2], [3],
[4] and others) fulfilled the expectations, so it was applied for
this study again. The set of processing units consisted of the
classes given in (1) and (2), a couple of mutually exclusive
sentence units and a couple of verb units for each different
appearance of the verb.
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The network was trained with basic and additional patterns.
Basic patterns for all three cases represented four sentences given
in (3). They were presented twice in pattern file. The set of
hierarchical relations given in (1) and (2) was enlarged with
relations connecting the opposite form of same verb.

Additional patterns were responsible for potential relation
between subject from one and objects from other sentence. These
relations were added:

1. 4 affirmative and 4 negative sentences with Al(i)
B;z-a), i,¥€(1,2} .

2. 4 affirmative and 4 negative sentences with Al(i), Vi and
{21, i, je(1,2)

3. 8 affirmative and 8 negative sentences with Al(i), Vk and

Bé"i), i,5,k€{1,2}

A criterion for successful training was total error smaller

, V1 and

than 0.1 for basic sentence patterns, 0.5 for hierarchical relations
and 1.0 for additional patterns. Tréining conditions were extremely
strict, so each network passed through at least 20000 epochs. After
finishing tHis research the model was re-trained and tested in less
precise environment and the results were almost equal.

4, what did the model learn

After training was over the testing started. At the beginning
tested were separately all potential intersections and differences
between the objects and between the subjects. The intersections
were simulated by double affection of corresponding units, while
the difference was simulated by affected first and either inhibited
or idle second unit. In order to get information about logical
relations the patterns were treated in sentence context,so verb
and sentence units were excited. Logical relations which could not
be found were additionally tested in whole. In several situations
excitation of verb units seemed to be obsolete, so the same patterns
were also tested, this time with idle verb units. The criteria for
judging the correctness of tested pattern were its total error and
the internal input to the units.
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The results of the most illustrative tests are given in the
appendices A,B and C of this paper. Each appendix treats one of the

cases defined in chapter 2. Here are the conclusions:
1. Both networks contain the same verb

eall relations between object sets are almost equally possible

(Table 1.)
eall intersections between subject sets exist (Table 2.)
edifferences between subject subsets exist (Table 3.)

erelations between the subsets from both networks are symmetrical
(Tables 1., 2. & 4.)

eFinal conslucion: The theorem is correct

The new main object class was renamed into Al. It was divided
into three subclasses:

B1=a1"\a1® B2=m1'") n a1?) B3=a1 P\ar1 M (4)

New subject class called A2 was divided into eight smaller
sets:

p4=B1 " nB1(®)  Bs=p1(\a2(®) Be=B1("nB2(*)  Bs=p1(*)\a2("
8=B2 " nB1(?) Bo=B2(")\a2(?) B10-B2("VnB2(*} B11=B2(*)\a2(") (%

The results given in Table 1. indicated that affirmative

‘connections could be expected when 81(1) and Bl(z) were affected

at the same time. With same probability and error, négative rela-
tions existed whenever second subject classes B2(1) and BZ(z) were
affected. Logical relations between B4 and Bl0 with subject classes
were completely clear (6, 12). The same results were obtained when
subject intersection couples were tested. Whenever subjects with
opposite relation to the main verb were excited both object units
a1{") ana Al(z) had exactly the same affection. Nothing could be
concluded about their mutual relationship.

In all tests performed to check the presence of subject
differences with both excitations of the second unit (inhibited
or idle) the class it was belonging to was undoubtedly inhibited.
Therefore object subsets were replaced with their parental classes
(B5, B7, B9 and Bll). Similarly to previous cases the excitation
of symmetrical patterns was equal.
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After the last testing (Table 4.) some of missing logical

relations were found. Anyway, for each subject one of them was

ambiguous. For example, it was not possible to discover whether
or not the subject I€B5 did the action to the object z€B3. The

same kind of ambiguity appeared with B7,.B9 and Bll.

For B6 and B8 the problem was which relation with the common

subject set should be considered correct. Therefore a test with

idle verb units was made. Both verb units had equal external inéut
67 and activation 12, but the error was 4.8786 for B6 (4.8754 for
B8) which resolved the problem. In fact suéh situation is contra-
dictory. It is impossible to find a subject With affirmative and

negative action towards same object.

B4 aff.
B5 aff.
B6 aff.
B7?B1

B8 neqg.

B9 neg.

B10 neg. Bl

B11?B1

2. Same source verb with different target equivalents
eintersection between object sets is probably illegal
(Table 5.)

eall intersections between subject sets exist and their
logical relations are clearly determined (Table 6.)

edifferences between subject subsets exist but they
differ for both translations of the verb (Tables 7.

edifferences between subject subsets and object sets
are symmetrical (Table 9.)

srelations between the subsets from both networks are
symmetrical

Bl

Bl

Bl

Bl

Bl

B4 aff., B2
B5 aff. B2

B6?B2

B7 aff. B2

B8?B2
B9 neg. B2
Bl0 neg. B2

Bll neg. B2

B4 aff.
B5?B3

B6 neg.

B7 aff.

B8 aff.

B97?B3

B10 neg. B3

Bll neg. B3

B3

B3
B3

B3

eFinal conclusion: The theorem is correct

(6)
(7}
(8)
(9}
(10)
(11)
(12)
(13)

& 8.)
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Potential non-existence of intersections between object sets
found during first testing (Table 5.) is also true. Let the action
be vozi (drive, ride) in Maceddnian. The first translation drive

matches with car, van, bus... while bikes, motorcycles, scooters...
are ridden. The noun a can belong either to one or to another
object set never to both of them. This example can be extended to
any transitive verb with several meanings.

The intersections between subject sets were tested for both
translations of the verb. The results were beyond the expectations
because all patterns for both sentence orders were almost identical
and all logical relations (6, 8, 10, 12) were found (Table 6.).
Both question marks (8,10) were no longer important to the extent
that B2 was found excluded from common network.

Subject differences (Tables 7. & 8.) for both translations
were again almost identical. Similarly to previous case they were
indicating replacement of subject subsets with their parental set
(Table 9.). As far as nothing could be concluded about logical
relations additional testing was performed (Table 10.), but even
then question marks (7, 9, 11 and 13) could not be avoided. Again,
it is correct. For example, it is clear that the subject
IEBI(Z)\AZ(Z) does the first action carried by the verb, but
whether or not it does the second?

3. Two different verbs

eall relations between object sets are legal (Table 11.)
eall intersections between subject sets exist (Table 12.)
edifferences between subject subsets and sets exist (Table 13.)

erelations between the subsets from both networks are
symmetrical (Table 14.)

eFinal conclusion: The theorem is correct

Similarly to the first case, it was easy to determine logical
relations for common subjécts with same action to both verbs (6,12),
but again the situation remaihed ambiguous whenever their logical
value towards both verbs was opposite (Tablg 12.). The situation
was slightly better because the first subsets Bl(’) and Bl(’) had
smaller error with affirmative verbs while B2(") and 52(3) matched
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whenever the verbs were negative. Lots of problems appeared with
the differences between subject subsets and sets (Table 13.).
Later was resolved by cross testing of all new object classes
with verb from one and subject sets from the other network (Table
14.). In this case question marks in (8) and (10) were replaced
by both relations: affirmative and negative. Four remaining ambi-
guities (7, 9, 11, 13) could not be avoided, so they were again
excluded from the set of logical relations.

5. Further research

The main conclusion of the research presented so far is that
algorithmic approach in creation of hierarchical networks for two
verbs can be successfully replaced by connectionist. But ihmedia—_
tely one big problem occurs. Is it possible to embed the informa-
tion in former smaller networks directly? With other words, is it
possible to find such patterns which successfully transform network
architecture into desired one, or a completely new network should
be ‘trained from the beginning. Unfortunately, it is very hard to
imagine that the set of 12 processing units with double noun (NX1
and NX2), object (A1(1), Az(’)) and subject (A2(1), AZ(Z)) classes
can be transformed to a set with 14 units and single noun, object
and subject unit. One question will certainly be the inheritance
of former roles. The second one is much more complicated, i.e. how
to exclude the obsolete units without damaging the existing
connections they produced. It is probably better to forget this
idea.

Apart from this first attempt towards automatic network
creation several further steps have already been done. Each of
three cases was separately trained in coftesponding network and
then patterns about new sentences were exposed. The number of
subject classes from 8 went to 26 (16 intérsections, 8+2 differen-
ces). Although the amount of object classes was still reasonable
(4-6) with such combinatorial exploéion it was very difficult to
establish any logical relation. Anyway, all legal relations were
again adopted as correct and 6 new networks were formed. Again a
new sentence was added. With only four sentences common network
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was supposed to consist of 80 subject units. As first they had to
be grouped and joined with related parental classes which augmented
the network additionally. At this point the research had to be
stopped. Nevertheless, the theorem was always correct.

The only satisfactory fact in network creation and composition

is that real sentences contain limited number of nouns appearing as

subjects and objects. Furthermore, in one particular context they

are frequently repeated without novel logical relations. Therefore,

this theoretical research will be applied and practically .‘tested

for real corpus.

Appendix A: Relations for equal translations of the source verb

Operation | verb| error | NX1 [ A2(D| B1(D | B2(D | NX2 A2 [ B1® | B2®

A1~ AIC| a [1.2382] 27 21 41 1 27 3 41 1

- n |12345] 27 2 1| &1 27] 3 1| 41

AIMVALID] a {14162 8 | 29[ 42 6] -19] 20| 30 | -18

n [14135] 8| 29 6| 2] -19] 20 -18] 30

AIONVAID] 5 T14159] -19] 20 ] 30 | -18] 8| 29| 42| -6

n |14128] -19] 20 18] 30 ] [ -29] 6| 4

Table 1. Relations between object sets

Operation | verb| error | NX1 | Al Bl(l)IBZ(l)N_Xz_Al(E)|B1(-2)_]§2T_2_

BIO~BIC] a [13819] 23] 41 | 46 | 10 ] 23| 41 | 46 | 10 |

n. [5.1881] -25 | 47 o 59 25| 47 o[ 59

B2DABIRY a {1.1880] 23 | 44 | 10} 51} 21| 44 | 96 | 41

n [11854] 21 [ 44 | 41 ] 96 [ 23| 44 | 52| 10

BIDA~AB22Y a [1.1892] 21| 44 | 96 | 41 | 23 | 44 10 | 51

n |11853] 231 44 | 52| 10] 21 44 | 41| 96

B2 AB2Y a. [5.1984] -25 | 47 | 59 0] -25] 47| 59 0

n |13861] 231 41 [ 10] 45| 23] 41 | 10 [ 46

Table 2. Intersections between subject sets

Operation | verb] error | NX1 | ALID] A20) BI)| B2 NX2 | A1® ] A20| B1O)] B20]
BIO\BI®] o [14542] -18 ] 42 | -14 | 119] 21 | 5 | 37 | 34 | 40 -5
n [12786] 21 [ 42 [ -10{ 68 20 3 [ 37 { 30 | 92 45
BXINBI®D| a [52711] 22 | 44 [ 211 | 84| 24 ] 5 | 39 | -34 1] -56
n (14319 20 a0 [ -10] 32| 681 5 [ 35 | 31| 47| -5
BIO\B2D| q 114278] 20| 40 | -10 | 68| 31 ] 5 | 35 | 311 -5 | 47
| n |52605] 22 ] 44 {11 [ 24( 84 ] 5 | 39 [ -35 ] -56 1
B2D\B22)| a [12814] 21 | 42 | -10 ] 29| 68| 3 | 37 | 30| 45| 92
n [14501] <18 | 42 [ 14 ] 21 118] 5 [ 37 | 34| -5] -40

Table 3. Differences between subject subsets from both networks
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AL A1 ] INONE I AID AID
excited units| verb | error | a. | n. ]| verb error | a. " verb | error| a. | n.
BIMaff and| a. 178120 172] o || a [1.6563] 103 -65 I a |1.6556] 103] -65
B12) aff. n. |5.3162] 144 | 50 n. [|54720f 73} -21 " n. |54707] 73§ -21
BlDaff and] a. [2.3201] 109 75 a. {1.4947) 37 3 a. [1.4694] 39 1
B2(2) aff. n. |2.3153] 751 109 n. |1.4660 1] 39 n. |1.4907] 3 37
Bi(Daffected] a. [0.8357] 131] 35 a. |0.8426] 61 | -38 a. |09521] 62 ] -39
n. j2.4146] 96| 77 n. 25772} 24 5 n. {2.7031] 24 5
BI(Daff and] a. [1.7668] 155| -7 a. [1.5976] 84 [ -79 a. |1.8464] 86 | -81
A2@) inh. n. |5.3353] 125 | 31 n. [5.4468] 52| -39 n. |5.6912] 53| -40
Table 4. Additional testing for logical rélations
Appendix B: Relations for one verb with two different translations
Operation | verb| error | NX1 [ BID | B2V | Gla. | Gln, | NX2 | B1® | B2(?)| G2a. | G2n.
AN A AI@Y a ]2.0253] 27 52| -16 | 65 47 36 | 21 21 30 30
n, 12.0242) 27 | -16 | 52 | 47 65 36 | 21 21 30 30
AIMVAID)] 4 J10069] -8 | 44| -29]| 34 [ 16 | -16] 6 6 | -10 ] -10
1 n |1.0079] -8 | -29 | 44 | 16 34 | -16 6 6 | -10 | -10
AIOVAID] 5 11.1834] -16 | 401 35] 26 ] 8 2111111 2] -2
n |1.1821] -16 | -35 39 8 26 | -21 11 11 -2 -2
Table 5. Relations between object sets for first translation of the verb
Operation verb_Lerror B1D| B2| Gla. | Gin. | BI®| B2® l G2a. | G2n.
BIOABI®| a [1.2050] 68 | 22 | 75 | -13 | 41 | 15 | 43 | -32
n. 13.7901] -1 53 | 68 2 40 15 44 | -31
B2 ABI) a. |3.7892] -1 53 2 68 | 40 15 44 | -31
n. {12082} -23 68 | -13 75 1 41 15 44 | 32
BIM) A B2 a [1.2070] 68 | -23 75 | -13 16 41 -32 44
n. |3.7882] -1 53 | 68 2 15 40 | -31 44
B2~ B2] a. |3.7908] 53 -1 2 68 15 40 | -31 44
n [1.2055] -22 | 68 | -13 75 15 41 | -32 | 43
Table 6. Intersections between subject sets for first translation
Operation | verb] error | NX1 | A1} A2(D] Gla. | GIn. | NX2 | A1@) A2 ] G2a. | G2n.
BIW\B1@| a [1.0914] -15 | 37 | -5 64| -19] 10 9 |25 -42] 33
n, |3.6182] -18 | 42 -3 58 -5 9 11 | -25 | -41 33
BIDAB2®| g 36202 -18 [ 42 | -3 [ 5] s8] 9 [ 11 ]-25]-41] 33
n. }1.0895) -15 [ 37 -5 | -19 64¢ 10 9 | -25 | -42 33
B2D\BI@| a 1.0883[ -15 | 37 | -5 | 64 [-19] 10 | 9 |-25| 33] -42
n. |3.6191] -18 | 42 -3 58 -5 9| 11 | -25 33 | -41
B2XD\B2®)| a [36175] -18 | 42 | 3 | -5| 58] 9| 11 [ -25 33| -4l
n 11.0912] -15 | 37 S | -19 ] 64 10 9 | -25 33 | -42

Table 7. Differences between subject subsets for first translation of the verb
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Operation ] verb[ error | NX1] AID[ A2()] Gla. | Gla. | NX2] AI®| A20] G2a. | G2n.]
BIO\BIM| 4 [35111] 0 T -21 -7 56 -7 23 | -11 32 | -39 ‘
n. j0.9460] 0 26 | -18 | -21 65 -8 22 -7 34 | -38
BIO\B2M| a {09437 0 26 | 17 65 ] -21 -8 22 -7 34 | -38
n 35102} o0 .4 28| 21| 56} -7 | -7 | 23| -11]| 321{ -39
B2O\BIM| a [3.5092] 0 28 | 221 -8 56 -7 23 | -11 | -39 32
n. 09405 O 26 | -18 | -21 65 -8 22 -7 | -38 33
B2O\B2() | a |09428] o 26 | -17 1 651 -21 -8 22 -7 | -38 33
n. [3.5049f 0 28 | -21 56 -7 -7 23 | -11 | -39 32
Table 8. Differences between subject sets for second translation
Operation | verb] error | NX1 | AID| A20)] Gla. | Gla, | NX2 | AI®] A2®] G2a.| Gan.
BID\A2®[V1a]12389] 26 | 68 ] 20 | 85| -4] 2] 52] 52| 19] 19
Vin.|3.7873] 28 0 54 { 77 1] -52 | -53 | -53 19 19
B2D\A2®fv1a|3.7894] 28 | 54 | o 11| 771 -52|-531-531 19| 19
[ vinf12306] 26 | 20] 68| 4] 8s]-52]-52[-52] 19] 19]
_Bl_(z)\AZ(l) V2a.[1.2391} -52 | -52 1 -52 19 19 | 26 68 | -20 85— -4
B2@\AXDfvan]12304] 52527527 19] 197 26 [-20] 68] 4] 85
Table 9. Differences between first subject subsets and second subject set
Operation verb] error | A2(D] B1() | B2) | Gla. | Gln. | A2@)| B1®) B2®) | G2a. | G2n.
AIMD\VAI@}vi1a]1.2582] 5 37 | -33 521 34 11 54 291 50 | -23
B1@) affected| Vin.|1.2599] 5 -33 37 34 521 11 541 29| 50 | -23
AIMVA1®]Vi1a[1.2571] 5 37 | 33| 52| 341 11 29| 54]-23] SO
B2 affected| vin f12547] 5 | 33| 37| 34| s2}] 1 29| 54] -23 | 50
AIM\AI@Tv2af13132] 8 | 57} 321 s4]-18] 9 | 34]-36] 49} 30
Bi(1) affected| V2n.]1.3101] 8 57 | 32 54 | -18 9 | -36 34] 30| 49
AIM\VA1ATv2a [ 1.3081] 8 32 57 | -17 54 9 34f -36 | 49| 30
B2() affected| V2n.}1.3112] 8 32 57 | -18 54 9 | -36 34| 30| 49
Table 10. Establishing logical relations between new classes
Appendix C: Relations for two different verbs
[Operation Jverb] error | Nx1[BID[B20)] Gla. [Gln. [ NX2 BI® | B2®] G2a. | G2n.
AIMA~AICH a |12793] 29| 49| -2 | 76 | 41 ] 26 | 26 8 91 26
n. }1.2793] 29 2| 49 | 41 76 26 8 26 26 9
AIDVAID)] g [12163] -5 41 | -15 ] 48 13 | -18 14 -6 | -34 | -15
n J12146] -5 | -15] 41| 13 48 | -18 -6 14 | -15 | -34
AIONAIDY 5 112423] -16 | 39 | -18 | 37 1] 81-26}1 171 -23]-23
n |1.2418] -16 | -18 | 39 1 37 -8 17 | -26 -3 -3

Table 11. Relations between object sets for the first verb
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Operation | verb| error | B1)| B2()] Gla. [Gln. [ BI®]B2®] G2a. | G2n,
BIMABI®)| a. {1.1998] 70 3] 922201 s0] 71 30] -37
n_|43116] 16| 56| 72| 41] 28] 30| 54| -63
B2DABI®)| a [19038] 33] 39| 33 ) 46| 701 -16 21 -14
n [12049] .26 [ 91 1{ 721 51 8{ 28/ -37
BIDAB22 a ]12066] 91| 26 | 71 1 8] s5t]-37] 28
n |18999] 39| 33| 46| 33| -17] 70 -14 3
B2XDAB22)| a [43193] 56| 16] 11| 72 30 | 28 | -63 | 54
n J12010] 3] 70] 231 92 71 50} 371 30
Table 12. Intersections between subject subsets for the first verb
|_Operation | verbj error | NX1 | A1(D A20)| Gla. | Gla. | NX2 | AI®) | A2®) G2a. | _Gﬂ_
[ BID\BI®]Via]11811] -16 | 44 | -14] 66] 0] 5] 33]-33] -55] 13
BIOA\B2®|vin|1.0633] -17 | 43 | -11 ] -24 | 87 st 31 32(-52] 12
BIO\AX@|Viafilo79) -6 ] 11 | 12 90| 2] 47] 25{-55( 11| 9 |
B2\ BID|[Via]10641] -17 | 43 | -11] 87| 24] 5] 32 32] 12 | -52 |
B2@\B2D}ViIn]1.1822) -16 | 44 [ -14| o] 66| s | 33 [ -33[ 13 -55
<
B2@\A2Dfvinf11075) 6| 12 [ -11] 2| 90| 47| -55] 25 9 | 11
Table 13. Correct differences between subject subsets and sets
Operation Iverb errorlAZ(l)IBl(l) _li(ll Gla. Gln.|A2(.§|Bl(12)|B2(-2) G2a. | G2n. |
[AID~AIC]Via]10827] 5 ] 31] 0] 84] 33] 20 ] 76 | 15 | 47 ] 3|
B1@ affected| Vin [1.9927] 4 0] 52| 541 68| 21 | 60 [ 34 | 66 | -16
AIDA~AI2fVIaf1.9949] 4 | 22 -22] 68| 54 21 1 34 | 60 | -16 | 66
B2 affected| Vin[1.0833] 5 | 52| 31 ] 33| 84| 20 ] 15} 76 3] 47
A~ AN V22 |1.0809] 20 | 76 | 15| 47 3 5 31 0| 84| 33
Bl(D affected{ V2n.[1.9935] 21 | 60 | 34 | 661 -16 | 4 0] 52] 54] 68
Al A~AIR V22 ]19932) 21 | 34| 60 ) -16] 66 ] 4 [ 227 -22] 68| 54
B2(D affected| V2n [ 1.0844] 20 | 15| 76 30 47| 5| s2] 31| 33| 84
AIMVAID)via o424 8 | 27 -7 71 ] 19 9| 7N 8| 25| -17
Bl@)affected| Vin.J1.3896] -8 | 20| 48] 40| 54 ) 10 ] 54 ] 28] 46| -37
AXNAIDIV1af13924] -8 | 48 | 29| 54| 40| 10 | 28| 54| -38] 46
B2® affected| VIn]04237] 8 | 7] 271 19] 1| 9 8§ 71| -17] 25
AIMD\VAIDv2al04182] 6 [ 72 9! 30[-10] 6| 26] 9] 65| 13
Bl affected] VonJ1.3859] 7 | 55| 30 ) 52 ] 32 6] -30] 47| 34| 48
AIO\AID]v2a13882] 7 | 30 ] 55]-32) 52| 6] 471 -30| 48 | 34
B2(1) affected| V2n.[0.4204] 7 ob -1 31 6] 9] 26 13] 65

Table 14. Establishing logical relations between new classes
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XUEPAPXHCKH CTPYKTYPH
KOHEKIIMOHH3AM HACNPOTH IOETEPMHHU3AM

KaTepuHa YyHOeBa

Pesume

ApPpXHTEeKTypaTa Ha HEBPOHCKHTE MpPEeXH KOPHCTEeHH Kaj KOHEeKIHO-
HHUCTHYKHOT CHCTEeM 3a MallMHCKO IpeBellyBame OGeme oOpeneHa off xUepap-
XHCKUTE MapkepH. MapkepHTe 6ea KOpHCTEHHM 3a KOZHpame Ha OCHOBHHUTE
3600POBH BO PEeYHHKOT. Co3naBameTO Ha XHEepPapPXHCKUTE CTPYKTYPH Of
KOH HmTO MapkepuTe 6ea HM3BeIEeHHM HMame HalloJIHO aJlrOpHTaMCKH KapaKTep.
Bo 0BOJj TpyA Ce MPHKaXaHK OOHUIOH OeTEePMHHHCTHYKHMOT IIPHOAL na ce
3aMeHH CO KOHEKIHOHHCTHUYKHOT.
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